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Objectives: To identify the most frequently-observed forms of cognitive bias among Health Information Professionals
(HIPs) during decision-making processes. To determine if number of years in the profession influences the types of

cognitive biases perceived in others’ decisions.

Method: This cross-sectional study invited participation of 498 elected and appointed leaders at the national, caucus,
and chapter levels of the Medical Library Association. The 149 participants (32%) were presented with 24 cognitive
biases often associated with expected decision-making contexts among HIPs.

Results: The most frequently observed forms of cognitive bias in decision-making situations were: Status Quo, Sunk
Costs, Novelty, Professionology, Authority, Worst-Case Scenario, and Group Think. Four of these overlapped with a
previous 2007 study. Results were analyzed by length of years in the profession. Four forms of cognitive bias showed
statistically significant differences in frequency by years in the profession: Authority, Naive Realism, Overconfidence, and

Status quo forms of cognitive bias.

Discussion: This study identified commonly observed cognitive biases that interrupt decision-making processes. These
results provide a first step toward developing solutions. Mitigation strategies for the seven most common forms of
identified cognitive bias are explored with more general recommendations for all forms of cognitive bias. This study
should guide the profession on the most commonly-perceived forms of cognitive bias occurring in decision-making

environments with an eye upon possible mitigation strategies.
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INTRODUCTION

For more than two decades the health professions have
used the Evidence Based Practice (EBP) approach to
making sound decisions. While EBP has proven itself to a
be a durable framework, practitioners sometimes note that
as they progress through the EBP steps of question
formulation, searching, critical appraisal, and deciding--
something towards the end of the process goes awry [1-2].
Since the purpose of EBP hinges on making decisions
upon the best available evidence, any investigation to
improve this process will be crucial [3]. Cognitive biases
appear to interrupt the EBP process between evidence
appraisal and the final “mystery decision”[4].

Cognitive biases are well-known interrupters in making
decisions. Cognitive biases are everyday human
tendencies to either fail to perceive a situation correctly or
to think clearly about those situations when making a
decision. Evolutionary psychologists, [5-8] biologists, [9]
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and economists [10] have postulated that cognitive biases
were essential for our survival in a time when our species
was first emerging during an era when we were not the
apex predators. Cognitive biases tend to emerge most
often when people are confronted with ambiguous,
complex, or large amounts of information [11-12]. To cite
only two common examples, when confronted with a long
series of complex information, people tend to lock-in on
either information provided early in the sequence, known
as Primacy Bias, [13] or late in the sequence, known as
Recency Bias[14]. Cognitive biases are largely unavoidable
and everyone succumbs to them in varying degrees. Most
importantly, people typically are unaware of their own
cognitive susceptibilities even if they can easily spot
others’ susceptibilities. [15-17].

Researchers have recognized and studied cognitive biases
for the past century, identifying over 170 cognitive biases
in decision-making contexts. While many of these
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cognitive biases might contribute to precursors to
decision-making processes, only an estimated 20-30
cognitive biases directly affect the kinds of contexts of
decisions made ordinarily by health information
professionals (HIPs). In this study, HIPs are defined as
informaticists, health sciences librarians, information
scientists, informationists, or archivists.

HIPs make numerous decisions on a daily basis in both
individual tasks and in group contexts. One US study on
everyday decision-making conducted in 2007 presented
health sciences librarians with a list of 21 cognitive biases
with definitions and asked respondents to indicate which
three (3) they had witnessed most often among their HIP
colleagues when engaged in decision-making.
Supplementary Table 1 in the online appendix lists the
135 respondents’ most commonly observed cognitive
biases [18-19]. A search of the literature since 2007 has not
turned up any similar empirical research study on
cognitive biases involving HIPs.

The present study updated and aimed to improve upon
the methodological rigor found in the 2007 study. The
authors began this study with the following hypotheses:

Hypothesis 1: HIP leaders would identify only some of the
same cognitive biases among fellow HIPs compared to
2007 due to the changeability over time of identified forms
of cognitive bias observed in other professionals;

Hypothesis 2: HIP leaders with more experience in the field
would markedly differ in the forms of cognitive biases
that they would observe compared to leaders with fewer
years of experience in the profession.

Methods

This cross-sectional study measured the prevalence of
certain forms of cognitive bias observed by leaders in
contexts when other HIPs were making decisions. The
online appendix includes a Detailed Methods Description
that recounts the lengthy, iterative processes of creating a
suitable inventory of cognitive biases and then later
testing the survey instrument. This Methods section
provides some most immediately relevant details. The
authors received IRB approval (HRRC 24-168) from the
University of New Mexico Human Research Review
Committee on April 11, 2024.

Leaders List

Medical Library Association (MLA) leaders on the
national level were defined as all elected officials, editors,
and all chairs and members appointed to national level
committees. At the caucus and chapter level, leaders were
defined as all elected officers and appointed committee
chairs. Names and email addresses were obtained from
rosters to create a list of 499 leaders generated for the
MLA Research Agenda [20],

Deployment
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On Monday May 13, the final REDCap version of the
cognitive bias survey was launched to 498 leaders in the
Medical Library Association, excluding one as a recusal
for the first author. A total of 26 (5%) of the intended
recipients could not be reached, mostly due to returned
undeliverable messages; some had retired, left their
organization for unstated reasons, were on sabbatical, or
on parental leave. These undeliverable messages resulted
in 472 potential recipients. Reminders were emailed to all
498 leaders May 17, 23, and 27 and on June 16, 2024.

Participants who consented were presented with 24 forms
of cognitive bias with definitions for each. The directions
in Part 1 stated: “Read and reflect upon each of the forms
of cognitive bias below. Recall instances involving fellow
health information professionals having their decisions
interrupted by their cognitive biases.” Each time someone
opened the REDCap survey, they were presented with a
new randomized sequence of cognitive bias to prevent
either primacy, [21] recency bias, [22] or response order
bias [23-24] from interfering with survey participants’
voting preferences. In Part 2 participants were asked to
“Please select up to five (5) forms of cognitive bias that
you have observed most often in health information
professions colleagues.” The survey parameters allowed
as few as one yet no more than five choices in Part 2.

Part 3 asked participants: “Your role(s) in MLA (check all
that apply).” The results in Supplementary Table 2 in the
online appendix appear to be roughly proportionate to the
total numbers of leaders filling these respective roles in
MLA. Part 4 asked participants:

How many years have you been an employed health information
professional since receiving your terminal professional degree? A
terminal degree might be your masters in information science or
MLS degree, or, an informatics certificate; or, it otherwise might
be a fellowship beyond the MD or PhD.

Part 5 (Optional open-ended question) asked:

Do you have any experiences with cognitive biases disrupting
decision making that you would like to share? Please list the
name of the specific cognitive bias along with your story. Please
exclude any and all identifying information.

The statistician co-author analyzed the descriptive results.

RESULTS

The present study involved a secure, anonymous survey
delivered through REDCap to MLA 498 leaders to learn
what forms of cognitive bias these leaders perceived to be
most responsible for interfering with decisions made by
colleagues in our profession. These MLA leaders were
likely to have a broad perspective and to have observed
decision-making in varied contexts. A total of 149 MLA
leaders submitted viable cognitive bias surveys, a
response rate of 32%. Supplementary Table 2 in the
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online appendix indicates that a proportionate number of Table 1
types of leaders participated in this study. Figure 1 Most Commonly Observed Cognitive Biases among HIPs in 2007
graphically portrays the ranked order main results while
Table 1 displays them numerically. The top-ranked forms Total
of cognitive bias were: Status Quo, Sunk Costs, Novelty, (N=149 respondants)
Professior}ology, Authority, Worst Case Scenario, and Status quo, n (%) 63 (423%)
Group Think. Sunk Costs, n (%) 48 (32.2.%)
Hypothesis 2 stated that “HIP leaders with more Novelty, n (%) 42 (:28.2%)
experience in the field would markedly differ in the forms Professionology, n (%) 39 (:26.2%)
of cognitive biases that they would observe compared to Authority, n (%) 38 (25.5.%)
colleagues with less experience as HIPs.” Table 2 presents Worst case, n (%) 38 (2.5.5%)
a nuanced result for Hypothesis 2 regarding number of Group think, n (%) 37 (24.8.%)
years as HIPs. Significant differences (p value <= .05) for Halo or horns, n (%) 30 (20.1.%)
years in the profession were determined using a chi- Selective Preception, n (%) 28 (18.8.%)
square with a Fisher’s exact test: Authority, Naive Confirmation, n (%) 28 (18.8%)
Realism, Overconfidence, and Status Quo forms of Reactive devaluation, n (%) 26 (17.4%)
cognitive b.1as. The. twp groups did .not differ in their Overconfidence, n (%) 24 (16.1%)
frequency in mentioning Novelty bias. Anchoring, n (%) 20 (13.4%)
Naive realism, n (%) 16 (10.7%)
DISCUSSION Wishful thinking, n (%) 16 (.10.7%)
. . . , Stereotype, n (%) 16 (10.7%)
This study sought to 1dent'1f'y M;A leaders” most Recency, n (%) 13 (87.%)
commonly-observed cognitive biases among other Health P N N
R K ¢ erseverance, n (%) 13 (8.7.%)
Information Professionals (HIPs) A comparison of Table 1 .
. . . . Storytelling, n (%) 12 (8.1.%)
and Figure 1 with Supplementary Table 1 in the online ) )
. . . Question framing, n (%) 12 (.8.1%)
appendix that summarizes the 2007 study confirm o
. e . Availability, n (%) 12 (8.1.%)
Hypothesis 1 that four forms of cognitive bias were the bri B 0 (6.0
same between the 2007 and 2024 studies: Professionology, rimacy, n (%) . (6. 0°)
Status Quo, Authority, and Group Think. Nevertheless, Expectancy ffect, n (%) 7 (A7)
the relative rank orders are different between studies. Dissimilar Category, n (%) ___________4(27%) _______
These 2024 results suggest several themes. The two
highest ranked forms of cognitive bias, Status Quo and
Sunk Costs, reflect disapproval in the minds of observers
Figure 1 Main Results
Status Quo 63
Sunk Costs 48
Novelty 42
Professionality 39
Worst case 38
Authority 38
Group think 37
Halo or horns 30
Confirmation 28
Selective Preception 28
Reactive devaluation 26
Overconfidence 24
Anchoring 20
Stereotype 16
Wishful thinking 16
Naive realism 16
PerseveranCt 13
ReCenty  — 13
AVailability ——— 1 2
Question framing —————————— 12
Storytelling 12
Primacy 9
Expectancy effect 7
Dissimilar Category a4
0 10 20 30 40 50 60 70
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Table 2

Years in Profession

Years in Profession

1-14 >14
(N=61) (N=59)

Status quo, n (%) 36 (59.0%) 24 (40.7%)
Sunk Costs, n (%) 23 (37.7%) 24 (40.7%)
Novelty, n (%) 21 (34.4%) 20 (33.9%)
Professionology n (%) 22 (36.0%) 15 (25.4%)
Authority, n (%) 13 (21.3%) 23 (38.9%)
Worst case, n (%) 17 (27.9%) 20 (33.9%)
Group think, n (%) 18 (29.5%) 19 (32.2%)
Halo or horns, n (%) 17 (27.9%) 12 (20.3%)
Selective Preception, n (%) 14 (23.0%) 14 (23.7%)
Confirmation, n (%) 16 (26.2%) 11 (18.6%)
Reactive devaluation, n (%) 15 (24.5%) 10 (16.9%)
Overconfidence, n (%) 8 (13.1%) 16 (27.1%)
Anchoring 8 (13.1%) 12 (20.3%)
Naive realism, n (%) 12 (19.7%) 4(6.8%)
Wishful thinking, n (%) 9 (14.8%) 7 (11.9%)
Stereotype, n (%) 9 (14.8%) 7 (11.9%)
Recency, n (%) 7 (11.5%) 6 (10.2%)
Perseverance, n (%) 9 (14.8%) 4 (6.8%)
Storytelling, n (%) 6 (9.8%) 5 (8.5%)
Question framing, n (%) 4(6.7%) 8 (13.6%)
Availability, n (%) 5(8.2%) 7 (11.9%)
Primacy, n (%) 3(4.9%) 6 (10.2%)
Expectancy effect, n (%) 4(6.7%) 3(5.1%)
Dissimilar Category, n (%) 1(1.6%) 3 (5.1%)

with wanting to preserve existing practices. This presents
a paradox since HIPs uphold an altruistic mission to
preserve an accurate and permanent record as a means to
lend integrity to the evidence base. On a more pragmatic
level, our profession resembles other professions in having
developed time-tested practices through trial and error.
The paradox continues when contemplating the third-
ranked cognitive bias of Novelty, which seems
diametrically opposed to the top two-ranked forms. One is
immediately struck by the apparent inconsistency
between the two top-ranked Status Quo and Sunk Cost
biases with the diametrically-opposed third, Novelty bias.
This contradiction might speak to the human condition of
experiencing conflict when making choices between
established approaches and the need to take possible risks
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on a new course of action to foster possible progress. HIPs
similarly might have to navigate between retaining an
accurate record of the past while serving in their frequent
expected roles as early adapters of information technology
within their organizations. The two years-in-the-
profession groups also did not differ statistically in their
frequency in mentioning of Novelty bias.

Mitigation Strategies

Seven forms of cognitive bias emerged from this cross-
sectional study as most commonly observed among fellow
HIPs. These seven forms of cognitive bias appear below in
rank order of most- to less-mentioned forms with
suggested strategies for mitigation. Table 3 summarizes
these mitigation strategies concisely.

Status Quo

Desiring to keep conditions relatively similar to one’s present
state and therefore predictable.

A total of 42% (n = 63) of the respondents selected Status
Quo bias. A number of studies have sought to better
understand Status Quo bias by analyzing possible
psychological or organizational patterns leading to this
dysfunction [25-28]. Table 3 summarizes some concrete
methods for countering Status Quo bias based on several
studies [29-33]. Status Quo bias presents many in our field
with a dilemma in that we are responsible for the integrity
and preservation of the information, which might
habitually contradict some otherwise reasonable proposed
changes.

Sunk Costs

To place undue emphasis on retaining an existing resource
when making a decision when another unowned resource might
be superior.

Sunk Costs emerged from economics research as an
impediment to making sound financial decisions. In the
present study 32% of the MLA leader respondents cited
Sunk Costs as the second-most selected form of witnessed
cognitive bias. In many respects, Sunk Costs resembles
Status Quo bias in that both involve resistance to change.
While Status Quo bias pertains more to habitual or routine
thinking, Sunk Costs relates more to a focus on resources.
Sunk costs are expenditures in the past and thereby
irrelevant to making a current decision because that
expenditures already occurred in the past. The Sunk Cost
bias occurs when someone in the present day decides on a
matter on the basis of the past expenditure. The resources
need not be measurable in literal monetary terms, but can
include one’s invested time or energy [34].

Several studies have analyzed the likely motivations or
external economic forces that lead to Sunk Costs bias [35-
39], while one study offers concrete suggestions for
mitigation [40].

113 (4) October 2025 jmla.mlanet.org



273

Table 3

Cognitive biases as interrupters ‘

DOI: dx.doi.org/10.5195/jmla.2025.2209

Top-Ranked Cognitive Biases and Their Possible Mitigation

Rank Cognitive Bias Description Possible Mitigation Strategies
1 Status Quo Desiring to keep conditions ~ Aggressively seek out information that negates any pending decision
relatively szmzla‘; tZ one's Compose heterogenous decision making teams with members with diverse
presgntstate and therefore backgrounds
predictable. ) ) ) )
Assign separate teams with same parallel task of developing their own
recommendations
Inform decision makers that their decision will be reviewed by an external
expert
2 Sunk Costs To place undue emphasis on ~ Query decision makers with their past of current economic hardship that
retaining an existing might exaggerate their frugalness in weighing the financial implications of
resource when making a an organizational rather than an individual decision
decision when anothej Parent organization delegates reviewing the decision to person(s) with no
unowned resource might be . . . L
; prior connection to the original decision
superior.
3 Novelty The initial fascination and Recognizing that early glowing reports of new innovations often have not
enthusiasm for a new been rigorously or extensively tested to prove their superiority
technology or an innovation
that does not yet have the
needed evidence to support
its adoption.
4 Professionology Viewing a situation Increase opportunities for interactions or collaborations between members of
through the shared different professions
perceptions of one’s Encourage networking and friendships between members of different
profession rather than by fossi
4 professions
taking a broader
perspective. Encourage an open-minded engagement with information that runs counter
to the profession’s attitudes
5 Authority Deferring to an expert or Colleagues need to scrutinize any decisions that appear to be outside the
other authority figure range of expertise of any decision makers
dzs;p nzpor:]zqmute fo tthe ) Pause any decision long enough for others to apply their critical analysis to
extent of their CXPETUISe; 01 the pending decision.
the range of their authority
on the subject. Encourage those lower in any organizational hierarchy to question any
suspect decisions
6 Worst Case Emphasizing or Encourage colleagues to visualize and articulate their feared worst-case
Scenario exaggerating those possible  scenario in graphic detail, which paradoxically often changes their
negative outcomes perspective
disp rg;]ortz;mute toall List the best case and worst-case scenarios side-by-side to appreciate the full
posstbie outcomes. range of possibilities instead of only the worst possible outcome
Add more experienced colleagues to the decision-making group to offer a
more experienced range of possibilities to the deliberations
7 Group Think Believing in the autonomy Appoint 1-2 group members with responsibility to argue against the
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of a group, stereotyping of
those outside the group,
self-censoring, censoring of
dissenters, maintaining the
illusion of unanimity, and
enforcing a group
“consensus” viewpoint.
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dominant opinions in the group

Leader should embrace minority viewpoints in the group as a
counterbalance

Leaders explicitly recommend to all group members to scrutinize any
pending decision critically

Encourage all group members to adhere to a scientific mindset when
reviewing possible decisions

Assemble decision-making teams with members known to hold different
views on the decision
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Novelty

The initial fascination and enthusiasm for a new technology or
an innovation that does not yet have the needed evidence to
support its adoption.

Novelty bias poses a likely occupational hazard due to our
reliance upon new information technology. A total of 28%
of the MLA leaders voted for the frequency of their
observing others engaged in Novelty bias. Many of our
non-HIP colleagues have come to expect us to engage with
new technology as unofficial institutional early adapters
[41]. New information technology often involves complex
relationships with vendors wanting to make large sales so
these decisions can be expensive for an institution. Studies
have illustrated how positive early reports on new
innovations often are countered or at least tempered by
subsequent added studies or by more rigorous studies [42-
43]. The top three ranked forms of cognitive bias among
HIPs, thus far, probably reflect a larger societal tension
between the need to innovate with confronting the
practicalities of conserving resources and maintaining
efficient operations.

Professionology

Viewing a situation through the shared perceptions of one’s
profession rather than by taking a broader perspective.
Sometimes known as “Professional Deformation.”

Professionology might be the oldest forms of cognitive
bias recognized by the social sciences, although it has not
been extensively studied since its initial identification in
1915. From the outset, it was seen as a distortion that
people undergo in the process of their socialization into a
specific profession. It derived, in part, from a sense of
“exaggerated importance” [Page 31] attached to one’s
professional roles [44]. Military professionals were
portrayed in this study as epitomizing “professional
deformation” (as it was once known). Physicians,
attorneys, social workers, teachers, nurses, and members
of the clergy also were susceptible to Professionology [44].
The implicit sense of a separate if not superior identity
seems to reinforce a sense of Professionology in most or
possibly all professions [45-55]. Professionology
represents a form of the broader and more studied
cognitive bias of Ingroup-Outgroup bias [56-60].

The present study revealed that 26% of the MLA leaders
identified Professionology as a common form of cognitive
bias within our profession. While not much has been
researched explicitly on mitigating the bias of
Professionology, some limited research has been
conducted upon reducing Ingroup Outgroup Bias. One
mitigation strategy involves prompting regular
interactions between members of the two groups. HIPs
have a natural avenue to reduce their Professionology due
to their potential for frequent interactions with other
health professionals. Framing the two or more groups as
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members of a broader group can reduce the insularity of
any one subgroup within the larger group. Third,
encouraging opportunities for friendships or
collaborations among members of different groups also
might reduce Professionology [61-63]. Explicit efforts to
re-classify groups with different categorizations might
reduce Ingroup Outgroup Bias [64]. Encouraging
members of groups to attempt to be more empathetic
toward members of other groups also might help [65-66].
Fostering deeper individual relationships among members
of different groups was one promising approach to
reducing intergroup bias[67]. One team of researchers has
explored the use of ‘science curiosity” as a mitigating
strategy for reducing intergroup perceptions. They define
science curiosity as an open-minded willingness to engage
with surprising information that runs counter to their own
attitudes [68-69].

Authority

Deferring to an expert or other authority figure disproportionate
to the extent of their expertise; or, the range of their authority on
the subject.

Most of us work in hierarchal organizations with clear
lines of responsibility for making decisions [70]. This
hierarchal context might explain the high ranking in this
study of this form of cognitive bias. The practical, ethical,
and sometimes legal issues related to abuses of authority
are well-known [71-74]. While extreme abuses of authority
might lead to authoritarianism [75], more often an
authority figure’s extension beyond one’s range expertise
leads to annoyance among those lower in the hierarchy; it
also can lead to less efficiency of the organization. While
difficult to counter Authority bias, several studies [76-78]
have suggested strategies to mitigate as summarized in
Table 3.

Worst-Case Scenario

Emphasizing or exaggerating those possible negative outcomes
disproportionate to all possible outcomes.

Worst-Case Scenario bias was a surprise finding in this
study, as it rarely rises to this high a ranking with other
surveyed professional populations. The present study
produced a 25.5% frequency of mention by HIP leaders.
Worst-Case Scenario might be thought of as an extreme
form of pessimism [79]. Worst-Case Scenario might
represent an historical artifact [80] within this study,
prompted by lingering psychological trauma in the US
population brought on by the worldwide Covid-19
Pandemic.

Worst-Case Scenario bears a close connection to other
similar forms of cognitive bias such as patient
Catastrophizing [81-83] And Negativity Bias. [84-87]. The
close relationship of the Worst-Case Scenario to
Catastrophizing and particularly its to Negativity Effect
might lend clues to its mitigation. Table 3 offers
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mitigation strategies to Worst Case Scenario bias based on
prior research [88-90]. Two studies have cautioned against
an absolute rejection of Worst Case Scenario bias due to
the possibility that pessimists might have a more realistic
view of the situation than others in the group [91].

Group Think

Believing in the autonomy of a group, stereotyping of those
outside the group, self-censoring, censoring of dissenters,
maintaining the illusion of unanimity, and enforcing a group
“consensus” viewpoint.

The present study leveraged the tendency for people to be
able to spot cognitive biases in others. Those same
cognitive biases are not at all obvious to those observed
colleagues. One of the most-often mentioned antidotes to
many cognitive biases relies upon the wisdom of the
group to detect flaws in individual decision-making
processes. Groups are a great way to generate ideas and to
spot individual limitations in reasoning that leads to a
decision. Singh and Brinster refer to this evolutionary
advantage in humans as ‘shared intentionality” (Page 118)
in collective action [92].

What happens, though, when the group itself becomes the
source of cognitive bias? Group Think was first
recognized over 50 years ago when groups of highly
intelligent, well-educated US Government officials who
were making high-stakes foreign policy decisions
succumbed instead to taking dangerous risks [93]. Group
Think has been studied in a variety of settings since these
early exploratory works. Some of the identified antecedent
conditions to Group Think include particular leadership
styles, rigid group processes, and certain behaviors [94].
Other factors increasing the likelihood of Group Think
include individuals closely aligning their individual
identities to the group, attraction to the group itself, and
group cohesion. Friendships within a group might exert a
mild counterbalance to Group Think [95]. Others seem to
have found less supporting evidence for group
cohesiveness or certain leadership styles as drivers of
Group Think [96]. Several techniques to counter Group
Think summarized in Table 3 have demonstrated some
success [97-99]. Group processes oftentimes do not exhibit
Group Think. Contexts involving complex variables,
emotional competencies, and human relations can
generate group processes that definitely can outperform
individual efforts [100].

General Mitigation Strategies

For purposes of efficiency, it might be fruitful to identify
general strategies to mitigate our human tendencies to be
swayed by all or most of our cognitive biases when
making decisions. General mitigation strategies presently
are not well-developed and lack sufficient evidence to be
much help [101-102]. A few studies offer clues as to how
to generally proceed to avoid cognitive biases. Etzioni
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offers the blunt advice that decision makers should
“assume that whatever decisions they render — especially
first ones —are wrong and will have to be revised, most
likely several times” [103]. Similarly, counterfactual
reasoning, the practice of considering one is wrong in a
study of 34 nursing students appeared to offset cognitive
bias tendencies [104]. Nearly 300 management graduate
students reduced their cognitive biases through
counterfactual reasoning, provided that these participants
were not overconfident of their knowledge of the subject.
[105]. One study involved offering a number of plausible
outcomes to a decision, rather than just the opposite of
what was predicted, to lower cognitive bias scores [106].
Asking decision makers to justify their decisions tended to
aid self-reflection to slow any slide into cognitive biases
[107]. Skill in scientific reasoning and training in statistics
have been found to deter cognitive biases [108-109]. One
neuroscientist has suggested that we use a socially-
supported environment to make more abstract yet more
rational choices more viscerally tangible [110].

Intergroup Comparisons

It would be interesting to replicate this study involving
MLA leaders in several years to compare results. This
constellation of cognitive biases resembles and differs
from other groups that have taken similar cognitive bias
surveys administered by the first author. A seminar of
local business leaders in 2008 ranked the following
cognitive biases highly: Halo or Horns Effect; Group
Think; Anchoring; and, Expectancy Effect. In recent years
the first author’s second-year medical students have
consistently ranked highest Group Think, Confirmation
Bias, Authority, and Anchoring forms of cognitive bias.

In recent months the first author has enlisted public health
and medical colleagues to replicate this study in their
respective professions. Replications could also take place
within single HIP workplaces or in different related
organizations other than MLA. It would be exciting to use
quasi-experimental or randomized controlled trial
research designs to test the effectiveness of the
aforementioned mitigation strategies.

LIMITATIONS

Analyzing the representativeness of actual participants in
the survey in comparison to the contacted baseline
population tends to validate these kinds of surveys. In
reference to the peer review process above, these experts
will assess representativeness of the participants. For
example, if survey respondents only hail from two certain
geographic regions of the US, this limitation possibly will
modulate the validity of the survey results. Or, as another
example, if one type of library is overrepresented, that,
too, could modify the interpretation of the results.

On May 15, one participant noticed that the initial list
presented to participants did not include the term Group
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Think. Part 2 of the survey, however, included the term
Group Think with its definition in this voting phase. This
omission was fixed within 15 minutes at 10am on May 15t
by the REDCap Administrator. This omission seems
unlikely to have made even a marginal difference given
the fact that it did appear with a definition when
participants voted.

There are two foreseen deliverables from this study. First,
HIPs will benefit in their daily decision-making roles by
recognizing the most commonly-encountered forms of
cognitive biases. Second, EBP is a framework employed by
professionals for making informed decisions. Other than
the study in 2007, there are no studies on cognitive biases
in decision making contexts for HIPs so this will fill a gap
in the research evidence base.
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